Numerical analysis of rapid solidification of NiTi alloy: Influence of boundary conditions
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Abstract: The objective of the present work is to analyze influence of temperature boundary conditions on the solidification process of NiTi alloy. Alloy is taken as an incompressible fluid where the heat is transferred by conduction and convection, including the thermal phase change phenomenon. The last one is modelled by the improvement procedure, so-called enthalpy-porosity formulation, where the liquid-solid mushy zone is treated as a porous zone with porosity equal to the liquid fraction. The numerical model is based on the finite volume method in body fitted coordinates with a SIMPLER scheme to couple the pressure and velocity fields. Simulation presents solidification for two cooling cases on the cylindrical part, where in the first case the adiabatic boundary condition is considered and in the second case the convective cooling over the wall is present. The results are presented for the velocity and temperature field as well as for the NiTi mass fraction during the solidification process. Results shows that velocity and temperature field is strongly affected by the different cooling condition on the cylindrical wall and therefore the solidification process of the alloy. Analysis shows that cooling on the cylindrical part is one of the major parameters for alloy solidification and therefore should not be neglected.
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1. Introduction

NiTi alloys belong to a group of shape memory materials which are known as functional materials. This definition is closely connected with two main properties: shape memory behaviour and superelastic effect [1]. It must be mentioned that the first observation of the shape memory behaviour of materials goes back to 1932, when Swedish researcher Arne Olander first noticed this phenomenon on a sample of gold and cadmium (Au-Cd). As late as in 1962, William J. Buehler and his colleagues in the "Naval Ordnance Laboratory" observed the shape memory effect in the alloy of nickel and titanium. This alloy was named NiTinol (Nickel-Titanium Naval Ordnance Laboratory) [2]. Shape memory describes the effect of restoring the original shape of plastically deformed material by heating it (Fig. 1). This phenomenon results from a crystalline phase change known as thermoelectric martensitic transformation [3].

Superelastic effect is referred to as a reversible martensitic transformation, which is not due to change in temperature, but to the change in stress state. A sufficiently large load causes the transformation of austenite into martensite (Fig. 2). Unloading returns the transformation of the austenite and the original shape [2].

The reasons why the shape memory alloy NiTi was implemented in medicine or orthodontic treatment are the following: they have an excellent memory properties, excellent mechanical properties, good corrosion resistance and excellent biocompatibility. The most important characteristics for orthodontic application of NiTi alloys are superelasticity and biocompatibility. NiTi wires were used in the first (initial) phase of orthodontic treatment [4,5], which deals with alignment and de-rotation of teeth, as well as correction of vertical and horizontal discrepancies by levelling dental arches. In order to produce physiological response in the periodontal ligament (PDL) and bone, initial aligning wires should apply light continuous force on the teeth. The magnitude of the force caused by the orthodontic wire is largely dependent on the material properties (modulus of elasticity) [6,7].

This study investigated the possibility of production simplicity with the melting in further continuous vertical casting of Ni-Ti binary alloy with general composition 50.6805 at.% Ni and 49.31949 at.% Ti (or in wt.% 55.749516 Ni and 44.250483 Ti). For this purpose in the first step solidification and casting processes, modelling with the numerical approach was used. The geometry of casting device was cylinder like solidification device where the effect of thermal boundary conditions on solidification process was observed.

2. Numerical model

2.1. Governing equations

The time-dependent NiTi alloy solidification using ANSYS Fluent was modelled by the enthalpy-porosity technique [6]. In this technique, the melt interface is not tracked explicitly. Instead, a liquid fraction, which indicates the fraction of the cell volume that is in liquid form, is associated with each cell in the computational domain.

The liquid-solid mushy zone is a region in which the liquid fraction values lie between 0 and 1 and its temperature ranges between the liquidus (T_l) and solidus (T_s) temperatures. The mushy zone is modelled as a "pseudo" porous medium in which the porosity decreases from 1 to 0 as the material solidifies. When the material has fully solidified, the porosity becomes 0 and hence the velocities also drop to 0. The enthalpy of the material is computed as the sum of the sensible enthalpy (h) and the latent heat (AH):

\[ H = h + \Delta H = h_{ref} + \int_{T_{ref}}^{T} c_p \Delta T + f \int_{T_{ref}}^{T} L_v \]  \hspace{1cm} (1)
where \( h_{ref} \) is reference enthalpy, \( T_{ref} \) reference temperature, \( c_p \) specific heat at constant pressure, \( f_l \) liquid mass fraction and \( L_f \) latent heat of fusion.

The liquid fraction, \( f_l \), is defined as:

\[
f_l = \begin{cases} 
1 & \text{if } T > T_i \\
(T - T_s)/(T_1 - T_s) & \text{if } T_s < T < T_i \\
0 & \text{if } T < T_s
\end{cases}
\]  \hspace{1cm} (2)

Finally, for the solidification problem, the energy equation reads as:

\[
\frac{\partial}{\partial t} (\rho H) + \nabla \cdot (\rho \bar{v} H) = \nabla \cdot (k \nabla T)
\]  \hspace{1cm} (3)

where \( H \) is enthalpy (see Eq. 1), \( \rho \) is density and \( \bar{v} \) is velocity. The conservation equation of mass and momentum are decoupled from the one of the thermal energy. These equations are solved using a segregated solver with the second order accurate upwind scheme.

2.2. Geometry and boundary conditions

Geometry of experimental tube considered in the simulation is presented in Fig. 3. Due to the symmetrical geometry, the NiTi alloy solidification was modelled as an axisymmetrical problem. The upper horizontal and lower curved walls were maintained at the constant temperatures, whereas the other boundaries are considered once to be adiabatic in nature and second case was as they are exposed (cooled) to an air with temperature of 25°C. The temperature of the curved wall was lower than the solidus temperature in order to allow the solidification and provide the phase change. The physical properties of the melt are given in Table 1.

Table 1. NiTi melt thermal properties used in the analysis.

<table>
<thead>
<tr>
<th>Variable (from experiments)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific heat</td>
<td>0.7988 J/kg K</td>
</tr>
<tr>
<td>Latent heat</td>
<td>24200 J/kg</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>21.5 W/m K</td>
</tr>
<tr>
<td>Viscosity</td>
<td>0.00574 Pa s</td>
</tr>
<tr>
<td>Solidus temperature</td>
<td>750 K</td>
</tr>
<tr>
<td>Liquidus temperature</td>
<td>1310 K</td>
</tr>
</tbody>
</table>

Such a geometrical set-up will further allow us to perform the directional solidification experiments, in which the solidification processing parameters (e.g. temperature gradient and growth rate) can be independently controlled [8] so that one may study the dependence of microstructural parameter on either temperature gradient at constant growth rate or growth rate at constant temperature gradient for the constant initial NiTi solute composition.

To perform a second simulation case with convective boundary conditions on walls it was necessary to define the heat transfer coefficient from interior part of the geometry (solid or liquid alloy) to the outer air. The schema of experimental tube with corresponding temperature profile behaviour through a tube presented on Fig. 4 shows convective and conductive heat transfer mechanism through a tube.

![Fig. 3. Geometry and boundary conditions.](image-url)
First, we have to define the outer properties of the media, which was air with dimensionless Prandtl (eq. 4) and Grasshoff (eq. 5) number to obtain the Rayleigh number (eq. 6) and finally the Nusselt number (eq. 7).

$$Pr = \frac{\mu z \cdot c_p z}{\lambda z}$$  \hspace{1cm} (4)

$$Gr = \frac{d^2 \cdot \rho^2 \cdot g \cdot \beta \cdot \Delta T}{\mu^2}$$  \hspace{1cm} (5)

$$Ra = Gr \cdot Pr$$  \hspace{1cm} (6)

$$Nu = C \cdot (Gr \cdot Pr)^n = C \cdot (Ra)^n$$  \hspace{1cm} (7)

In general, we can use the Nusselt number (eq. 8) to define the convective heat transfer coefficient ($\alpha_z$) on the outer side of the tube and accounting for the heat conduction in the tube wall, finally get the overall heat transfer coefficient $U$ (eq. 9).

$$Nu = \frac{\alpha_z \cdot d}{\lambda_z} \Rightarrow \alpha_z = \frac{Nu \cdot \lambda_z}{d}$$  \hspace{1cm} (8)

$$U = \frac{1}{\frac{1}{\tau_z \cdot \ln(\tau_z / \tau_0)}} + \frac{1}{\sigma_z}$$  \hspace{1cm} (9)

Because the heat transfer coefficient is dependent from the inner temperature of the solid or liquid alloy there exist the temperature dependency as presented in Fig. 5.

**2.3. Numerical accuracy assessment**

Final numerical results should be grid independent. To establish grid independent results we performed a detailed analysis using for different meshes. With each grid refinement the number of elements in a particular direction is doubled and the minimum element size is halved. Finally we apply Richardson’s extrapolation technique, which is a method for obtaining a higher-order estimate of the flow value (value at infinite grid) from a series of lower-order discrete values [9-11].

For a general variable $\phi$ the grid-converged value according to the Richardson extrapolation is given as:

$$\phi_{ext} = \phi_{MIV} - (\phi_{MIV} - \phi_{MII})/(r^p - 1)$$  \hspace{1cm} (10)

where $\phi_{MIV}$ is obtained on the finest grid and $\phi_{MII}$ is the solution based on the next level coarse grid, $r$ is the ratio between coarse to fine grid spacing and $p = 2$ is the expected order of accuracy.

The variation of liquid fraction and temperature with grid refinement is given in tabulated form in Table 2.

**Table 2. Effect of mesh refinement upon the liquid fraction and temperature at (at x=0 and z=0.1) for a steady-state numerical analysis.**

<table>
<thead>
<tr>
<th></th>
<th>MI</th>
<th>MII</th>
<th>MIII</th>
<th>MIV</th>
<th>$\phi_{ext}$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. el.</td>
<td>4700</td>
<td>18800</td>
<td>75200</td>
<td>300800</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>$f_l$</td>
<td>0.5410</td>
<td>0.5401</td>
<td>0.5396</td>
<td>0.5393</td>
<td>0.5391</td>
<td>0.06%</td>
</tr>
<tr>
<td>$T$</td>
<td>1052.95</td>
<td>1052.43</td>
<td>1052.17</td>
<td>1052.03</td>
<td>1051.90</td>
<td>0.02%</td>
</tr>
</tbody>
</table>
The “percent” numerical error as given in Table 2 is a quantification of the relative difference between the numerical predictions and the extrapolated value obtained with Richardson’s extrapolation technique.

Results of calculations of numerical accuracy indicate that as the mesh is refined, there is a consistent improvement in the accuracy of the predicted values, and the agreement between predictions obtained with mesh MIII and extrapolated value is extremely good. Based on this, the simulations in the remainder of the paper were conducted on mesh MIII which provided a reasonable compromise between high accuracy and computational effort.

3. Results

From the temperature plots shown in Fig. 6 is obvious that the movement due to the natural convection is rather slow and reduces as the time progresses. Due to that, one can conclude that in the case of NiTi solidification in an experimental tube, the heat conduction is the sole transport mechanism. To compare effect of different boundary condition on walls we can see that in the case 2 where the convective boundary condition is used the velocities are expected to be higher and also present at lather times of solidification.

On the temperature contours plots (Fig. 7) the conductive mechanism can be observed because contours are mainly lines. The exception is the region in the vicinity of the lower curved wall, where contours of the temperature are slightly curved. However, even in this region, the heat conduction is prevailing mechanism and curved contours results from the curved geometry of the lower wall. When we compare results for both boundary conditions we see in the case 2 that the contours of the temperature are slightly curved over the whole geometry height because of the convective boundary condition, which causes increasing cooling at the walls.

During the solidification the NiTi liquid mass fraction changes as is shown with contours on Fig. 8. Contours are lines signifying the unidirectional solidification process in the experimental tube. Furthermore, the solidification front moves upward, which is consistent with the time evolution of the temperature field. From this contours plots we can also clearly observe the effect of convective boundary conditions on the solidification front, which is much higher than in the case with adiabatic boundary condition.

![Fig. 6. Contours of vertical velocity component in the middle of the geometry for different solidification time (A-adiabatic wall & C-convective wall boundary condition).](image-url)
4. Conclusions

In the present study, the effect of different boundary conditions circumstances in the simulation of time-dependent phase-change of NiTi alloy was studied by numerical means. Solidification process was modelled by the enthalpy-porosity method. From numerical results we can observe slight movement of the alloy in the vertical direction, and it is also reduced as the solidification time progresses. Temperature field in alloy clearly shows that the main energy transport mechanism in case 1 with adiabatic walls is conductive heat transfer, but in the case 2 with non-adiabatic boundary conditions on the walls the convective mechanism is also present. From solidification point of view we can conclude that solidification of process in an experimental tube is almost unidirectional in both cases and solidification front moves upward, where there is a large impact of convective boundary condition on solidification.

From the present study we see that we should not neglect the convective heat transfer, because this will cause totally different solid liquid distribution in the calculated domain.
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